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Tom tit: Nghién ciru g dung cdc mé hinh hoc may dé dy dodn nguy co tram cam & sinh vién duwa trén cdc yéu to
nhw ap luc hoc tdp, thoi quen sinh hoat va tien sir bénh ly tam than trong gia dinh. Bo dir lieu dwoc sw dung la Student
Depression Dataset tir Kaggle véi 27.901 ban ghi, bao gom nhiéu ddc trung vé nhdn khdu hoc, hanh vi va tam 1y. Qud
trinh nghién ciru tdp trung vdo tién xir Iy dit liéu, md héa bién phan logi va xdy dung cdc mé hinh phan logi gom Decision
Tree, Extra Trees, Random Forest va LightGBM. Két qud cho thdy tdt cd mé hinh déu dat dp chinh xdc trén 80%, trong do
LightGBM dat hiéu sudt cao nhdt véi Accuracy 84,93%. Két qua nay khang dinh tiém nang ciia hoc mdy trong ho tro sang
loc som va giam thiéu tac dong tiéu cuc cua tram cam déi véi sinh vién dai hoc.

Tir khoa: Phan logi, dy doan, tram cam, hoc may, sinh vién.

PREDICTING DEPRESSION IN STUDENTS USING MACHINE LEARNING
ON MULTI-FEATURE DATA

Abstract: This study applies machine learning models to predict the risk of depression in students based on factors such
as academic pressure, lifestyle habits and family history of mental illness. The dataset used is Student Depression Dataset
from Kaggle with 27,901 records, including many demographic, behavioral and psychological features. The research
process focuses on data preprocessing, encoding categorical variables and building classification models including
Decision Tree, Extra Trees, Random Forest and LightGBM. The results show that all models achieve accuracy above 80%,
in which LightGBM achieves the highest performance with Accuracy 84.93%. This result affirms the potential of machine

learning in supporting early screening and minimizing the negative impact of depression on university students.
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I. PAT VAN PE

Trim cam dang tro thanh mot van dé sirc khoe
tam than dang lo ngai trong cong ddng sinh vién
dai hoc, khi cac yéu t6 nhu ap luc hoc tap, thay
d6i moi truong séng, kho khin tai chinh va cang
théng xa hdi tdc dong manh dén suc khoe tinh
than ctia ho. Nhiéu nghién ctru chi ra rang tram
cam anh hudng ti€u cuc dén két qua hoc tap, kha
nang thich nghi va chat luong cudc sdng cua sinh
vién, dong thoi 1am gia ting nguy co tu hai. Viéc
phat hién sém trAm cam vi vay c6 y nghia quan
trong trong vi¢c hd tro va can thiép kip thoi.

Trong cac nghién ctru gan day, cac mo hinh hoc
may dugc sir dung rong rii nham dy doan nguy
co trim cam ¢ sinh vién. Iparraguirre-Villanueva
va cong sy (2024), sir dung dir li¢u ctua 787 sinh
vién dé xay dung mé hinh Logistic Regression,
KNN va Decision Tree trong phan loai tram cam.
Tuy nhién, quy mé dir 1iéu nho va bd dic trung
chua phong pht khién mé hinh chua dat dugc do
chinh x4c cao va han ché vé kha ning tong quét
hoa. Simarmata va Prasetyaningrum (2025) khai
thac 2.028 phan hoi PHQ-9 va cai thién hidu nang
SVM théng qua tdi rru siéu tham s, nhung nghién
ctru van con phu thudc vao dit lidu tu bao cdo va
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thiéu quy trinh kiém chimg chéo. Bén canh do,
nghién clru ciia Sonnadara et al. (2023) tai Sri
Lanka ap dung 13 mo6 hinh khac nhau va xéc
dinh Gradient Boosting 1a hi¢u qua nhat, nhung
¢& miu 363 sinh vién han ché kha ning khai
quat hoa.

Céc nghién clru trudc nhin chung con han
ché vé ¢& mau, it dac trung hanh vi — tim 1y va
chua danh gié toan dién cdc md hinh manh nhu
Extra Trees, Random Forest hay LightGBM trén
b6 dir liéu 16n va da dang. Xuét phat tir thuc tién
do, nghién clru nay sir dung Student Depression
Dataset gom 27.901 ban ghi v6i 18 dic trung
vé nhéan khéau hoc, hanh vi, tim 1y va hoc tap,
giup gidm nguy co overfitting va tang dod tin cay.
27.901 ban ghi voi 18 dic trung vé nhan khau
hoc, hanh vi, tam 1y va hoc tap, gitp gidm nguy
co overfitting va tdng do tin cay.

II. NOI DUNG NGHIEN CUU

2.1. Phwong phap nghién ciru

Nghién ctru trién khai va danh gia hiéu ning
ctia bon thuat toan hoc may gém Decision Tree,
Extra Trees, Random Forest va LightGBM nham
xay dung cac md hinh phan loai phuc vu du doan
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nguy co tram cam ¢ sinh vién. Cac mo hinh duoc
danh gia dua trén cac chi s6 phd bién trong phan
tich phéan loai, bao gdm Accuracy, Recall va F1-
score, nham do luong mirc d6 chinh xéc, kha nang
nhan dién dung cac trudng hop trdm cam va hiéu
suat tong hop cua timg mo hinh. Bén canh viéc so
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sanh hiéu nang, nghién ciru cling hudéng dén xac
dinh nhiing dic trung c¢6 anh hudong manh nhat
dén nguy co trim cam, tir d6 gop phan xay dung
mdt hé thong du béo dang tin cay va c6 kha nang
ung dung trong cong tac sang loc sdém strc khoe
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Hinh 1. Mé ta cac thuat toan dwoc thue hién trén dit liéu

2.1.1. M6 ta tap dir liéu

Tap dir liéu Student Depression Dataset ban yéu t6 tAm 1y cua sinh vién. Cac dic trung ndy mo
dau bao gom 27.901 ban ghi véi 18 dac trung td toan dién cac yéu to lién quan dén nguy co tram
phan anh cac thong tin nhan khau hoc, hanh vi va  cam va duoc trinh bay chi tiét trong Bang 1.

Bang 1. Bang céac déc trung cua Dataset

Dic trung Kiéu dir liéu Dién giai
ID int64 Mai s sinh vién
Gender object Gidi tinh
Age float64 Tudi
City object Thanh phd
Profession object Nghé nghiép
Academic Pressure float64 Ap luc hoc tap
Work Pressure float64 Ap luc cong viéc
CGPA float64 Thanh tich hoc tap
Study Satisfaction float64 Muc do hai long vai hoc tap
Job Satisfaction float64 Muc do hai long vai cong viéce
Sleep Duration object Thoi lugng ngu
Dietary Habits object Thoi quen in udng
Degree object Bang cap
Have you ever had suicidal thoughts? object Ban da bao gio ¢6 y dinh tu t&r chua?
Work/Study Hours float64 Gio lam viéc/hoc tap
Financial Stress float64 Cang thang vé tai chinh
Family History of Mental Illness object Tién st bénh tim than trong gia dinh
Depression int64 Trim cam

2.1.2. Tién xir ly dir liéu

Qué trinh tién xtr Iy dit liéu dugc thue hién nhim
dam bao chét luong va tinh nhat quan cua dir liéu
trudc khi 4p dung cac thuat toan hoc may. Trudce
hét, cac ban ghi chura gia tri thiéu, dic biét tai bién
Financial Stress, dugc xac dinh va loai bo dé tranh
anh huong dén hiéu ning mé hinh. Bién ID duoc
loai b do khéng mang y nghia du bdo va nhim
giam do phuec tap cua dir li¢u. Cac bién phan loai
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nhu Gender, City va Profession dugc ma hoa sang
dang sb bang phuong phap anh xa (mapping) nham
phti hop véi yéu cau dau vao cua cac thuat toan hoc
may. Ddi véi bién Sleep Duration, cac gia tri dang
chudi (vi du: “5-6 hours™) duoc chuyén doi sang
dang s6 twong tmg (nhu 5.5 gid) nham chuin hoa
dir liéu va tang hi€éu qua mo hinh hoa.

Sau khi hoan tét cac budc tién xir 1y, tap dit liéu
duogc kiém tra lai bang phuong thic info() dé xac



nhan khong con gié tri thiéu va tat ca cac bién da
dugc chuyén doi sang kiéu dir liéu phu hop. Két
qua thu dugc mot tap dir ligu gom 27.898 ban ghi
va 17 dic trung, dam bao diéu kién dé trién khai
cac mo hinh hoc méay nhu Decision Tree, Extra
Trees, Random Forest va LightGBM trong nhiém
vu du doan nguy co trim cam & sinh vién.

Hinh 2: M5 hinh tryc quan hoa mdi quan hé
twong quan gitra cac dac trung
Dé phan tich mdi quan hé giita cac dic trung
trong tap dir lidu sau khi tién xir Iy, nghién ctru sir
dung biéu d6 heatmap dé truc quan héa ma tran
tuong quan. Biéu d6 duoc biéu dién theo thang
mau viridis, cho phép nhan dién muac d¢ tuong
quan manh hodc yéu giita cac cip bién. Viéc phan
tich nay dong vai tro quan trong trong qua trinh lya
chon va téi uu héa dic trung, gop phan ning cao
hi€u qua cia cdc mod hinh hoc méy dugc trién khai.
2.2. Két qua nghién ciru
Trong nghién clru nay, muc ti€u trong tam la
xay du’ng cac md hinh hoc mdy nham phén loai
sinh vién theo hai nhom: ¢6 nguy co tram cam
va khong c6 nguy co trAm cam. Pé xac dinh mé
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hinh t6i wu, nghién ctru su dung phuong phap
GridSearchCV nham tdi wu hoa siéu tham s6 cho
tung thuat toan, qua do6 lya chon dugc cu hinh
phu hop nhat. Cac mé hinh duoc huin luyén va
danh gia dva trén cac chi s pho bién trong bai
toan phan loai gdm Accuracy, Recall va F1-Score.

Trude khi tién hanh huan luyén, tap dir lidu
duogc tach thanh hai phan: X (tap dic trung) va y
(nhan tram cam). Sau d6 dir liéu dugc chia thanh
hai tap: tap huan luyén chiém 80% va tap kiém
tra chiém 20%, nham dam bao danh gia khach
quan hi¢u nang mo6 hinh. M6 hinh Decision Tree
dugc huin luyén dAu tién véi cac siéu tham sb
t61 wu gdm criterion, max_depth, min_samples
split va min_samples_leaf. Két qua cho thiy mé
hinh dat Accuracy 82.46%, Recall 82.46% va
F1-Score 82.51%.

Tiép theo, mo hinh Random Forest dugc huan
luyén véi cac siéu tham s6 tdt nhat thu duogc tir
GridSearchCV. Két qua cho thdy Random Forest
dat Accuracy 83.64%, Recall 83.64% va F1-Score
83.52%, thé hién hiéu suit vuot trdi so véi Decision
Tree. M0 hinh Extra Trees, v6i mirc do ngau nhién
hoa cao hon, ciing dugc trién khai va t6i vu hoa;
mo hinh nay dat Accuracy 82.26%, Recall 82.26%
va F1-Score 82.05%, cho thay kha ning phan loai
t6t nhung van thap hon Random Forest.

Cubi cung, thuat toan Light Gradient Boosting
Machine (LightGBM) - von ndi bat trong xtr 1y dit
liéu 16n va phiic tap, duoc trién khai véi bo siéu
tham sb t&i wu. M6 hinh dat hiéu nang cao nhét
v6i Accuracy 84,93%, Recall 84,93% va Fl-score
84,89%, vuot troi so voi toan bd cac mo hinh con lai.

Bang 2: Banh gia va so sanh mé hinh

Mo Hinh Accuracy Recall F1 Score
Decision Tree 0.8246 0.8246 0.8251
Extra Trees 0.8226 0.8226 0.8205
Random Forest 0.8378 0.8378 0.8364
LightGBM 0.8493 0.8493 0.8489

Két qua thuc nghiém cho thidy mé hinh
LightGBM dat hi¢u nang vuot trdi, voi cac chi
sd Accuracy, Recall va F1-score déu vuot ngudng
84%, cao hon dang ké so véi cac mo hinh con
lai nhu Decision Tree, Random Forest va Extra
Trees. Dicu nay khing dinh kha ning phan loai
manh mé cua LightGBM trong viéc nhan di¢n
sinh vién c6 nguy co trdm cam.

Bén canh céc chi s6 tong hop, viéc phan tich
ma tran nham 1an déng vai tro quan trong trong
danh gié chi tiét hiéu qua dy doan cua tirng mé
hinh. Ma tran nhiam 13n cho phép quan sét truc

tiép sb luong sinh vién dugce phéan loai dung va
sai & hai nhom: ¢6 nguy co tram cam va khong
cd nguy co, tir d6 cung cip cai nhin sdu hon vé
hiéu suét thuc té ctia mé hinh d4i voi ting 16p.
Hinh 2 thé hién ma tran nhim 13n cua bon mod
hinh: Decision Tree, Extra Trees, Random Forest
va LightGBM khi ap dung trén bd dir li¢u Student
Depression Dataset. Viéc phan tich cac ma tran
nay cho phép danh gia toan dién hon vé hiéu qua
phan loai va kha nang img dung thyc tién clia ting
thuat toan trong dy doan trAm cam & sinh vién.
[1I. KET LUAN
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Nghién ciru di xdy dung va tdi wvu hoa bdn md  cac md hinh déu dat do chinh xéc trén 80%, khang
hinh hoc méy: Decision Tree, Random Forest, Ex- dinh tiém ning ctia hoc may trong hd tro sang loc
tra Trees va LightGBM nham dy doan nguy co sém trdm cam & sinh vién. Trong s6 d6, mo hinh
tram cam & sinh vién dua trén bo dir liéu quy mé LightGBM dat hiéu suét cao nhat v6i Accuracy
l6n va da dang vé dic trung. Hi€u ndng cua cic 84,93%, Recall 84,93% va F1-score 84,89%, thé
mo hinh dugc danh gia thong qua ba chi ) quan hién kha nang phan loai vuot troi, dac biét trong
trong gdm Accuracy, Recall va Fl-score, phan viéc nhan dién cac trudng hop trim cam tiém 4n -
anh toan di¢én kha nang phan loai va muc do on nhom dbi tuong can dugc phéat hién sém dé trién
dinh ciia timg thuat toan. Két qua cho thay tit ca  khai cac bién phap can thiép kip thoi.
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